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## Overview Summary

<table>
<thead>
<tr>
<th></th>
<th>PRESENT</th>
<th>FUTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rate Fiber</strong></td>
<td><strong>Optical Interface</strong></td>
<td><strong>Electrical Interface</strong></td>
</tr>
<tr>
<td>40GE SMF</td>
<td>-LR4 4x10G*</td>
<td>XLAUI 4x10G</td>
</tr>
<tr>
<td>40GE MMF</td>
<td>-SR4 4x10G</td>
<td>XLPPI 4x10G</td>
</tr>
<tr>
<td>100GE SMF</td>
<td>-LR4, -ER4 4x25G</td>
<td>CAUI 10x10G</td>
</tr>
<tr>
<td>100GE MMF</td>
<td>-SR10 10x10G</td>
<td>CPPI 10x10G</td>
</tr>
</tbody>
</table>

* 40GE-LR, 1x40G, is now also being standardized to interoperate with legacy telecom interfaces (CFP form factor, XLAUI 4x10G I/O)
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Diagram:

- TX3, TX2, TX1, TX0
- RX3, RX2, RX1, RX0
- CDR, 10G
- LD, VCSEL
- MPO 12 MMF
- PCS MLD, XLAUI, XLPPI (IEEE 802.3ba) 40GE-SR4
• 40GE (and 100GE) SMF and MMF transceivers
• CFP MSA specified: 82mm x 145mm x 13.6mm (w x l x h)
• SC optical connector shown (LC, MPO alternatives)
• 148-pin electrical plug connector with 12x10G I/O
• 40GE MMF and SMF transceivers
• 40GE MMF (and SMF) active cables (no optical connector)
• QSFP MSA specified: 18.5mm x 72.5mm x 8.5mm (w x l x h)
• MPO optical connector shown (LC alternative)
• 38-pad electrical PCB connection with 4x10G I/O
100GBase-LR4, -ER4
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100GBase-SR10
• 100GE MMF transceivers
• 100GE MMF active cables (no optical connector)
• InfiniBand Association specified: 24mm x 51mm x 14mm (w x l x h)
• 2x12 MPO optical connector
• 84-pad electrical dual stacked PCB connection with 12x10G I/O
Future 100GBase-LR4
High yield Photonic Integrated Circuit (PIC) technology is required for low power, cost and size 40GE and 100GE transceivers.

Ex. monolithic InP TX PIC with four O-band DMLs (lasers) and an AWG with 24.5nm $\Delta\lambda$, 1.1 x 2.4 mm, CyOptics Inc.
Future 100GBase-SR4
Future 100GE Electrical Interface

- 25GBaud adopted by all mainstream datacom standards as the next electrical signaling rate
  - Ethernet: 26GBaud (4x26Gb/s → 103Gb/s)
  - Telecom: 28GBaud (4x28Gb/s → 112Gb/s)
  - Infiniband: 25Gbaud (4 x 25Gb/s, 12 x 25Gb/s)
  - FiberChannel: 28Gbaud (28Gb/s)
- Standardization project approved in OIF: CEI-28G-VSR
- Critical to maintain liaison between all concerned to maximize development efficiency
- Critical to share technology
  - Connectors
  - I/O
Future 100GE Modules

- **CFP2**
  - 100GE SMF and MMF transceivers
  - Future MSA specified size: >2x CFP density
  - SC optical connector (LC and MPO alternatives)
  - New two piece electrical connector with dense 4x25G I/O

- **QSFP2**
  - 100GE MMF transceivers and active cables
  - Future MSA specified size: ~ QSFP
  - 1x12 MPO optical connector
  - New two piece electrical connector with dense 4x25G I/O

- **QSFP2 SMF**
  - 100GE SMF transceiver requires 2\textsuperscript{nd} Gen PIC technology
  - LC optical connector
100GE Roadmap Summary
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